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Task Force Context

The development of new predictive technologies is accelerating and transforming societies worldwide. As governments, companies and nonprofits rush to deploy predictive analytics to “optimize” everything from the deployment of policing resources to preventing illegal deforestation or improving public transit and energy consumption, the potential risks are not receiving the attention they deserve. This is especially the case in developing countries that are still in the midst of their own digital revolutions and have their own baseline needs, concerns, and social inequities to consider when deploying these tools.

The Igarapé Institute and New America believe crafting the appropriate frameworks will require forging a consensus on the basic principles that should inform the design and use of predictive AI tools. Moreover, while there have been several initiatives from civil society and intergovernmental organizations on ethical AI standards, the discussion has been concentrated overwhelmingly in North America and Western Europe. Governments in lower- and middle-income countries continue to struggle with consequential decisions about trade-offs of deploying predictive analytics.

This new Global Task Force aims to bridge this gap by convening digital-rights advocates, public-sector partners, tech entrepreneurs, and social scientists from the Americas, Africa, Asia, and Europe, with the goal of defining first principles for the use of predictive technologies in public safety and sustainable development in the Global South.
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Objectives

We aim to develop principles and practical recommendations for the ethical and inclusive design and use of predictive analytics for security and development, with a focus on lower and middle-income countries. How to best identify and mitigate potential risks while advancing the benefits associated with these tools?

For the purpose of our discussions and recommendations, we will organize the conversation in three phases:

March, 2023
Introductions and debate on major issues concerning design and deployment of algorithms in each task force member’s field

June, 2023
Concerns and recommendations related to the design of predictive analytics tools

October, 2023
Guidelines and best practices for deployment and evaluation of predictive analytics tools

For each discussion we aim to consider (i) the existing regulation, experience and expectations of predictive analytics in the public safety and sustainable development sectors, (ii) risks and issues including accountability, transparency, fairness and discrimination, with a view of proposing minimum social impact measures, and (iii) best practices and processes from around the world to address (intended and unintended) outcomes in the use of predictive analytics tools in developing countries and cities.

The Igarapé Institute and New America will issue short briefs after each meeting and a public report at the beginning of 2024, in time for the Summit of the Future. The final list of recommendations will also be circulated in late 2023 for inputs from the task force. All of the virtual and written proceedings will be conducted according to Chatham House Rule unless explicitly requested by task force members and task force members will be credited in the final report.
Scope & Definitions

Predictive analytics refers to the use of real-time and historical data to define the probability of certain events occurring. For the purpose of our discussions, we will focus specifically on the development and deployment of algorithms that aim to monetize predictions by using a range of methods, including machine learning, to extract insights from existing data sets.1

Sustainable development predictive tools include predictive analytics designed to advance the Sustainable Development Goals (“SDG”) as defined by the 2030 United Nations Agenda for Sustainable Development. A study published in Nature Communications Magazine has shown that the development and deployment of AI may enable 134 SDG targets, including uses related to public security, but also in education, water and sanitation, energy, sustainable cities and other sectors.

Public security predictive tools include surveillance and monitoring systems focused on crime prevention and the protection and safety of citizens. Common examples include surveillance cameras and facial recognition for predictive policing.

Some other examples of uses of predictive analytics in sustainable development and public security2:

- Crime Prediction: used to analyze crime patterns, predict future criminal activity, and inform police deployment.
- Emergency Response: models to forecast natural disasters and other emergencies, allowing public services to respond more effectively.
- Healthcare: predictive analytics used in public healthcare to forecast disease outbreaks, plan preventive measures, and optimize resource allocation.
- Traffic Management: predictive analytics helps cities predict traffic congestion and optimize traffic signal timings and road network design.
- Social Services: tools to predict and address social needs, such as homelessness and food insecurity, and allocate resources more effectively.
- Environmental Management: predictive models are used to forecast and respond to environmental hazards, such as air pollution, droughts, and natural disasters.
- Education: predictive analytics can be used to improve learning outcomes and optimize resource allocation in education.
- Energy Management: predictive analytics directed at optimizing energy production and distribution.

---

1 While concerns related to data collection, including privacy, also merit significant caution and attention from governments and policymakers, we will not be focusing on them due to our limited time and the vast amount of work already advancing guidelines on this important step of the process. We will instead focus on the systems and platforms employed to extract value from data once it has been collected.

2 Chat GPT3 https://chat.openai.com/chat
Discussion #1
March, 2023

Introductions and Major Concerns

Our first discussion will focus on each task force member’s major current concerns with respect to the design and deployment of predictive analytics tools in their field of work, with a specific focus on lower and middle income countries. Below we provide some context of the current debate around predictive analytics to help kickoff the discussion.

Investments in AI

- According to Stanford University's Artificial Intelligence Index Report 2022 “private investment in AI in 2021 totaled around USD $93.5 billion”. At the same time “research on fairness and transparency in AI has exploded since 2014, with a fivefold increase in related publications at ethics-related conferences”\(^3\).

- Investments vary significantly by region and country with the US and China and Europe taking the largest shares.

- The recommendations of this task force become even more relevant as lower and middle income countries strive to catch up and not be left behind in the adoption of predictive analytics tools that can be used to leapfrog stages of economic development.

---

\(^3\) Daniel Zhang, Nestor Maslej, Erik Brynjolfsson, John Etchemendy, Terah Lyons, James Manyika, Helen Ngo, Juan Carlos Niebles, Michael Sellitto, Ellie Sakhaee, Yoav Shoham, Jack Clark, and Raymond Perrault, “The AI Index 2022 Annual Report,” Al Index Steering Committee, Stanford Institute for Human-Centered AI, Stanford University, March 2022.
International Standards and Regulation: Real and potential gaps related to regulation of predictive analytics in the Global South

- As a starting point to our discussion, we have mapped out the major international developments in responsible and ethical use of AI:

Over the past decade, public organizations, research institutions and companies from around the world have created several guidelines and principles for ethical AI. The first instruments to emerge were from Western liberal democracies, including the: Asilomar AI Principles (2017); Montreal Declaration for Responsible AI (2017); Statement on Artificial Intelligence, Robotics and ‘Autonomous’ Systems (2018); General Principles of Ethically Aligned Design (2017); Five Overarching Principles for AI Code (2018); Tenets of the Partnership on AI (2018); and the European Commission’s Ethical Guidelines for Trustworthy AI (2019).

Since then, efforts have been made to broaden the conversation on ethical AI to a more representative international audience to ensure equitable input from countries in the Global South. Accordingly, in 2019 the Organisation for Economic Development and Cooperation’s (OECD) published its Principles on Artificial Intelligence, and in 2021 the United Nations Educational, Scientific and Cultural Organisation (UNESCO) adopted its Recommendation on Ethical AI (2021), which establishes the first global agreement on the ethics of AI for 193 member states. A core objective of UNESCO’s Recommendation on Ethical AI is to focus on the practical realization of these ethical principles by creating a framework that leverages the knowledge and experiences of different contexts. The UNESCO protocols specifically target nations in the Global South, including Low to Middle Income Countries (LMICs), which have not enjoyed the same level of influence in developing normative frameworks as countries in the Global North.

In addition, a recent initiative by Data for Development Network (D4D) and Research ICT Africa will advance responsible AI by drafting a set of benchmarks that will measure a country’s adherence to human rights principles in the development and implementation of AI systems. The Global Index on Responsible AI will establish a set of indicators that rank countries according to their capacities and commitments to: (1) use AI systems to advance human rights agendas; and (2) implement risk mitigation measures to respect and promote civil and political rights. The Global Index will establish regional hubs and capacitate researchers in more than 100 countries to conduct independent research using inclusive and participatory methods to measure country commitments to responsible and ethical use of AI. A central focus of its research will be on the experiences of historically marginalized communities to assess whether they enjoy equal opportunity to benefit from the promises of AI-driven technologies.
Some Key Practical and Ethical Challenges and Risks

The normative framework for ethical AI includes a set of six overlapping principles, including: explicability, accountability, fairness, oversight, privacy, and human-centered. We propose to structure our mapping and recommendations around each of these principles.

With regards to each of these principles, which are the most relevant risks to lower and middle income countries and how can these be mitigated?

- **Explicability**: people must be able to understand what it does, how it works and the risks involved,
- **Accountability**: ensures the proper functioning of systems and takes responsibility when things go wrong,
- **Fairness**: does not perpetuate bias or impose unfair discriminatory outcomes against particular categories of persons,
- **Oversight**: the power to decide whether to act ultimately rests with humans,
- **Privacy**: privacy, security,
- **Human-centered**: promoting well-being, preserving dignity and sustaining the planet.

Proposed Best Practices and Processes: emerging lessons from around the world

To help guide our recommendations we have mapped out a few examples of emerging best practices and processes that contribute towards responsible and ethical AI and ways to ensure that AI-driven technologies do not impose unintended harms.

**Best Practices**

- **Independent Fairness Testing**: used to detect forms of algorithmic bias that may create or reinforce disadvantages or discriminatory practices against disadvantaged and underrepresented groups
- **Third-party auditing**: users of AI should invite independent and experienced third parties to understand and review their algorithmic decision systems, which requires disclosing sufficient information to allow accurate testing, monitoring and feedback
- **Social Impact Assessments**: measure the impact of AI-driven technologies on the social elements of life on affected groups of stakeholders

**Processes**

- **Fairness-by-Design**: involves examining different parts of the machine learning process from different vantage points, using an interdisciplinary team of experts with different theoretical lenses
- **Privacy-by-Design**: methodology to ensure that privacy principles are embedded into the products from their conception through the development process.
- **Ethics-by-Design**: This methodology provides guidance for embedding ethical principles in the design, development, and deployment of AI based solutions.
Assessing risks and best practices in the design and development of AI systems

June, 2023

There are multiple concerns when it comes to the design and development of AI systems to improve public safety and economic development, not least in low-to-middle income countries. Among these are fears of existential threats, concerns with job losses, deepening of inequalities, and the spread of misinformation and disinformation. There are also more practical worries related to bias and discrimination. Drawing on open and public research generated by non-profits, companies, and intergovernmental initiatives, the following background paper highlights a sample of salient issues and remedies to drive the Global Task Forces’ discussions. Divided into two parts - key concerns and best practices - it is intended to provide a cursory summary of salient debates with respect to the design and development of algorithms.

Key Concerns in Algorithmic Design and Development

Several concerns arise when considering the design and development of algorithms to drive security and development outcomes. There are particularly risks associated with biases and discrimination reinforced by the algorithms, the data they are trained on and the developers who are creating the underlying systems. It is important, then, to consider “who” is designing the tool, “how” are algorithms being developed, and “what” the algorithm is intended to achieve. Several of these issues are treated in more detail below.
Who is designing and developing the algorithms?

The identity, expertise, and institutional affiliations of AI developers can have a bearing on the values, goals, and priorities imbued in an AI system. Yet, to date, the design and development of AI systems are highly concentrated in very specific regions and companies. Indeed, with some exceptions, most AI development is occurring in companies, laboratories and universities in North America, Western Europe and China.

Specifically, AI research and development is concentrated geographically. One study of six major American AI developers – Amazon, Apple, Facebook, Google, IBM, and Microsoft – found that these firms’ AI labs were concentrated in major cities primarily in the US, France, the UK, China, and Israel, with only three labs in Africa and none in Latin America; similarly, 68 percent of these companies’ AI staff are located in the United States.

What is more, AI journal publications and citations are also highly concentrated. Recent literature reviews indicate that 31% of journal publications come from China, 19% from the EU and UK, and 14% from the US. Yet just 3.5% come from all of Latin America and the Caribbean and 1% from Sub-Saharan Africa. The skewed concentration of researchers and research articles underlines the priorities attached to specific types of algorithmic research and underlying data on which it relies.

How is the algorithm being designed and developed?

If the datasets on which algorithms are trained are not sufficiently representative, this can result in unintentional stereotyping, bias, and discrimination. Moreover, a lack of engagement with a diverse group of stakeholders and representatives of affected populations during the design and development process can mean the system might reproduce adverse real-world consequences.

Of course, designers of AI systems routinely consider potential impacts of algorithms. But they are often narrowly focused on a specific context or intended use case. Once deployed tools are applied to new contexts, this can generate unintended consequences. Thorough due diligence must consider the responsibility of designers and developers in frequently adapting systems to consider newly identified stakeholders and use cases, including in the Global South.

What are the features of the AI system?

The design features and parameters that are baked into the development of algorithmic models (and that may emerge from them) can be sources of risk and harm. While a growing number of developers are introducing fairness testing and promoting algorithmic transparency, it is also the case that increasingly complex AI are still poorly understood and communicated. New laws and regulations are seeing to require more “explainability”, but these are challenging, particularly for lay audiences.

As AI models become larger and more complex, they are also becoming more biased, according to Stanford University’s AI Index Report 2022, which cited data showing large language models are showing greater propensity to reflect biases from their training data. This is particularly the case when algorithms are trained on data that is not representative of a wider population (over- or under-sampling from particular groups). The result can include bias and discrimination against protected classes, in particular.
Many developers make their AI systems black boxes either by design or default. In many cases, training data, inputs, and operations are opaque to users and researchers. And some AI models, including deep neural networks, are so complex that it is impossible to make sense of what the machine is doing – even for the developers who created it. Meghan O’Gieblyn notes that in cutting-edge AI systems, “If you were to print out everything the networks do between input and output, it would amount to billions of arithmetic operations, an ‘explanation’ that would be impossible to understand.”

AI alignment refers to ensuring these systems pursue goals that are desirable and beneficial to human and societal goals. In the contexts of public safety and development, it is not enough for developers to consider the direct alignment problem – i.e. whether a system accomplishes the goals of the entity operating it – but they must consider social alignment, the effects of the AI system on society overall. Some AI systems may fulfill the goals of its operator, while at the same time generate harmful externalities for other groups in society.

Best Practices to Improve Design and Development of AI

A shortlist of principles are emerging to help address several of the challenges identified above, including issues of algorithmic bias, discrimination, opacity and alignment. A key is to proactively promote equal access and address adverse effects in advance. Igarape Institute and New America have identified over 100 distinct sets of standards, guidance and directives from across the public, private, and non-profit sectors that set out first principles. A representative sample of these will be visualized for the Global Task Force and wider public later in 2023. A number of basic best practices are included below.

- **Fair.** Algorithms should be designed with fairness as an explicit goal. A recent paper from a team of DeepMind researchers argued that a way to ensure fairness was to adopt a “veil of ignorance” approach to selecting the principles that should govern an AI system. Coined by the philosopher John Rawls, the veil of ignorance refers to a situation where a person makes choices about the principles that should govern a system or society without knowing their relative position in that system or society beforehand – i.e. they make their choices from behind a “veil of ignorance”. The researchers’ study found that when a veil of ignorance was imposed, participants chose principles governing an AI assistant that prioritized the worst-off, and thus maximized for fairness.

- **Participatory.** The design of algorithmic models should be, to the extent possible, participatory, with input from diverse and interdisciplinary groups of experts. A particular focus must be on including those from the societies and sectors in which a particular AI tool will be used, and including policy makers, researchers, and civil society. This might require civic engagement, involving elements of the public and of public institutions that will use and be affected by the AI system.

---

• **Representative.** The datasets used to train and test the model should be representative of the societies in which they will be used. What is more a diverse group of testers should test an AI system prior to its deployment. Finally, developers must evaluate the performance of an AI system in real-world scenarios across different subgroups, use cases, and geographic, cultural, and socioeconomic contexts. Monitoring and evaluation should be done regularly to identify emergent biases, risks, and unintended consequences.

• **Interpretable.** Communicating and enabling users to understand how an AI system generates its predictive output should be a priority for developers. Systems should be transparent about their capabilities, their inputs, and whose interests they represent – whether those of the user, the company that created it, or the government or public entity that commissioned it. Wherever possible, companies ought to provide clear explanations on how its technologies make decisions and generate predictions to users. This includes explaining what the technology is designed to do, how it was trained, and how it makes decisions and predictions. This is especially critical in public safety and law enforcement use cases, where system output can trigger life-and-death legal and judicial actions and processes.

According to Google AI’s responsible AI best practices, this means using the simplest model and smallest set of inputs necessary for performance goals; learning causal relationships instead of correlations; and designing the training objective to match the goal of the system. For highly complex models, disclosing the training data, mathematical model, and implementation won’t amount to a sufficient explanation of the system’s behavior. Instead, the system’s decisions need to be observed across a variety of actual cases and in response to modifications – what-if explorations referred to as local interpretability, which systematically explores model output given changes in model input.

• **Accountable.** Steps should be taken to hold systems, their creators, developers, and users responsible for associated outcomes and actions. That implies that structures should be in place that enable society to hold those who design and develop AI technologies answerable for ethical, legal, and social implications of these systems. AI systems should be developed such that they are accountable to human oversight and control. Human judgment and ethical oversight should be obtained over the development of AI, such that responsibility for these systems is clearly in the hands of those who develop and oversee them.

AI systems should be developed and designed in compliance with existing regulations, laws, standards, and ethical guidelines. Many jurisdictions and sectors have developed such codes – even if only voluntary at this point. AI developers should also adopt internal procedures to close the accountability gap – such as algorithmic auditing throughout the development life-cycle – but where possible trusted third-parties should be empowered to review, red-team, and assess new systems.
Selected Resources


Deployment and monitoring of predictive AI systems; risks and best practices
September, 2023

Due in part to the unprecedented spread of generative AI, governments, industry and digital rights groups are calling for greater investment in safety and alignment. While such issues are top of mind when it comes to designing and developing algorithms and large language models (LLMs), there is comparatively less focus on how to ensure greater accountability, explainability, equity, and non-discrimination when it comes to procuring, applying and evaluating AI systems. This is particularly so in parts of the Americas, Africa and Asia - the Global South - where the absence of regulations, low awareness and high costs are potentially larger factors driving decision-making. This technical note prepared for the Global Task Force considers a range of mechanisms to help ensure that responsible principles are considered at all stages of the AI procurement-deployment-monitoring cycle.5

Drawing from publicly available research, this note issues a number of reflections on how to improve safety and alignment at the deployment stage of AI. The first section considers several concerns and the second explores emerging best practices. It is important to stress that the note includes several biases, not least a reliance on studies produced in North America and Western Europe. Moreover, there is relatively limited evidence of outcomes of predictive AI systems in the Global South, a lacuna frequently noted in the literature. A key priority for the Task Force, then, is reviewing the relevance and applicability of these insights in ostensibly lower- and middle-income settings. Indeed, one recommendation for the final report may well be the need for additional empirical research on AI procurement, deployment and impacts in lower- and middle-income settings.

5 The Igarape Institute and New America produced a technical note on the design and development of predictive AI algorithms issuing a series of basic principles for good practice. See Igarape Institute and New America Foundation (2023) "Background Paper 2: Assessing risks and best practices in the design and development of AI systems". June.
Key findings include:

- **Information asymmetries related to the costs and consequences of predictive analytics can affect procurement decisions:** Transparent and inclusive procurement processes and robust testing are essential, especially in settings with limited data availability;

- **There is a need to anticipate and manage evolving data across settings, including planning for lower-income settings deploying predictive analytics systems:** More robust and evidence-based testing and auditing before and after deployment is urgently needed to avoid unintended outcomes;

- **Safeguards are required to limit the intentional and unintentional misuse of predictive analytics systems:** Reliable evaluation mechanisms and vendor data are lacking and continuous oversight, including auditing, independent certification, user training, accountability, and governance mechanisms could help curb or minimize misuse.

- **Rapidly evolving norms require continuous update of predictive tools to ensure compliance:** Legal framework evolving must faster in the US and EU without considering specific needs of other regions. Weather governments need to update and simplify regulation and vendors must catch up and adapt to frameworks for different realities and use cases.

## Section I.
Concerns related to algorithmic deployment and monitoring

### Information asymmetries during the procurement process

The process by which predictive analytics tools are identified and procured by governments, companies, and nonprofits can become an important risk factor. This is because most purchasers are unable to assess and foresee the full potential costs and consequences of novel technologies, indeed many lack any formal or credible impact evaluations on which to base decisions. These risks are paramount in lower- and middle-income settings, with more limited access to information on technology suppliers and the outcomes of specific predictive analytics systems.

To minimize risks related information asymmetries, data sharing mechanisms and due diligence processes could be developed. These could at a minimum enhance transparency and embed AI ethics guidelines and principles during the tendering and procurement stages. Providing third party verification processes made up of a representative group of subject matter experts and potentially affected populations can also improve accountability, transparency and legitimacy of decision-making. Moreover, robust evidence-based testing of AI-powered analytic systems post deployment is essential, especially when deploying more high risk applications such as crime prediction.
Access to credible datasets in lower-income settings

Predictive AI systems typically reflect the underlying data and rules they are trained on. Even if developed according to the most robust recommendations highlighted in the previous technical note - including peer-reviewed algorithms, representative training data, rules that are designed under fair and participatory principles and allow for interpretability and accountability\(^6\) - once deployed in the real-world, predictive systems will interact with evolving data from use cases and scenarios which may or may not have been envisioned during design and training phases.

The challenges of managing evolving data are particularly relevant when considering the needs of low income populations and vulnerable groups. For example, a credit model trained for a representative historical population of clients of a financial institution may be neither applicable nor fair for a different client base. What is more, AI systems developed in the US or Western Europe and trained on a limited amount of data and use cases are often also deployed in the Global South. These may however not always be appropriately trained and vetted for the specific reality and needs on the ground.

What is more, models may develop biases once deployed depending on the feedback data they receive while in use. The same may be true for a digital recruitment agent trained to screen resumes in a particular context and to receive and continuous feedback data on new hires to input into training its predictive model. Continuous oversight is essential as once the model is fed new data it may learn new patterns and behave in ways that were not observed during testing and training.

Risks of unintended or intended misuse and non-intended purposes

A recurring concern relates to controlling how predictive AI systems are used by users after they are procured. As the explosive debate around GPT has shown, a recommendation algorithm designed to help find the cure of a disease by developing a new drug or a new application for an existing drug, can also be used to recommend a drug (or genetic/synthetic sequence) for harmful purposes. Considering that AI design concerns and recommendations are context dependent, new applications of the same algorithm would require revisiting and addressing all the potential design issues from the lens of that specific application prior to deployment.

There are also concerns about the ways in which certain types of predictive algorithms are applied to intentionally or unintentionally discriminate against certain populations and protected categories. For example, a furore emerged in the US and Europe over the application of facial recognition and other biometric tools that facilitate racial profiling. These tools have the potential to improve agility and fairness by reducing human bias and inefficiencies\(^7\), but they can reinforce inequality and structural discrimination in certain settings. Likewise, there is push back in North America and Western Europe against spatial and individual-based predictive analytics tools used for policing and criminal justice, and how they may intentionally or unintentionally reinforce biases. These challenges are potentially even more dramatic in non-democratic contexts.

\(^6\) See Igarape Institute and New America Foundation (2023).
The Igarapé Institute has accumulated significant experience in the use of predictive tools for crime prediction since developing its CrimeRadar app - a public-facing crime forecasting platform that evaluated relative crime frequencies in different locations and times of metropolitan Rio de Janeiro - in 2016. In a Strategic note published in 2019 to assess the state of crime prediction technologies noted the lack of clear evidence and called for more robust evaluations: "There is still comparatively mixed evidence of the accuracy of crime prediction, its impact on clearance rates, whether it improves response times or even leads to significant reductions in crime. The only way to really gauge the impacts of crime forecasting is to conduct statistical evaluations that isolate the effects of the measure, including randomized control trials (RCTs)."

Indeed, in recent years there has been significant negative reaction against predictive policing technologies due in large part to the way it is perceived to reinforce biases. While many new crime forecasting technologies and solutions have been developed, robust evaluation mechanisms and regulation are still lacking. There is lively debate about how efficient these solutions can be at improving safety and reducing crime rates while ensuring accuracy, fairness, and transparency of decisions. Given this context, policymakers and program managers can demand more reliable impact evaluation mechanisms, including RCTs to better assess the risks and benefits of each technology.

Governments can also introduce requirements that AI vendors provide better evidence of outcomes. Regulation can help close this gap by requiring the disclosure of more detailed and transparent data from vendors, and demand independent certifications for specific use cases.

**Rapidly evolving norms and rules**

A predictive analytics system is typically developed for a particular use case for which it is expected to be compliant with regulation and privacy norms. Yet when applied in different contexts, these same platforms may be infringing laws. Indeed, the norms, rules and principles themselves can change as legal opinion and societal views evolve.

One example of this is an AI system developed to assist doctors with identifying and recommending a specific drug. Depending on regulatory regimes, the same system could be considered legal and safe or illegal and unsafe for direct patient use without a doctor in the loop. In most democratic countries, it is increasingly expected that AI-enabled systems are routinely monitored to avoid potentially exposing sensitive data or infringing data protection laws, while these issues are essentially ignored in autocratic regimes.

Nevertheless, regulations are constantly evolving to meet the needs of society and predictive tools should also be updated to comply with new rules. As shown in a new visualization developed by the Igarape Institute and New America, over 1,000 AI ethics guidelines, agreements and voluntary commitments have been issued over the past decade to address both the design and development of predictive analytics and the deployment and monitoring stages of these tools.

8 Ibid
12 https://kumu.io/Igarape/ai-network-visualization#initiatives/ethics-guidelines-for-trustworthy-ai
However, the vast majority of initiatives and guidelines issued to date originated from the US and EU most likely do not consider the particularities of the impacts and risks of predictive analytics for the rest of the world.\textsuperscript{13} Moreover, the fact the laws are evolving slower and less rigorously enforced in many lower- and middle-income settings can lead to challenges for competition and compliance. Vendors will try to adapt applications to different regulatory settings and may potentially choose to take advantage of having less oversight in countries where regulation is still pending. Alternatively some vendors may decide to stay clear from countries where regulatory risk is unclear.

\textbf{Section II. Best practices to improve monitoring and evaluation of AI}

There is a general consensus that the deployment and monitoring of predictive analytics systems should be accompanied by fundamental principles of fairness, transparency, participatory design, representation, accountability and interpretability\textsuperscript{14}. Decisions about the acquisition, application and evaluation of predictive analytic tools should be accompanied with ongoing oversight to ensure adherence to basic safety and alignment principles. For example, AI systems that are ranked as more “high risk” in terms of intended or unintended consequences should be subject to periodic internal and external assessments by a representative group of stakeholders - and even by external auditors - to ensure data and outcomes remain fair, interpretable, representative and that decisions have clear accountability. Several recommendations stand out when it comes to promoting oversight over predictive analytics systems after they are deployed.

\textbf{Apply transparent and inclusive procurement processes}

A basic condition of procurement and deployment should be that ethical AI principles are adopted across all stages of the process. For example, there should be individuals in decision-making authority that are literate in AI in the selection, vetting and decision-making activities associated with AI acquisition. There should be a call for minimum ethical AI principles in the request for proposals and any technology that does not account for these basic standards will not advance in the bidding process.

When it comes to procurement processes in lower- and middle-income settings, knowledge and capacity in AI and emerging technologies are more limited. Specific recommendations include: (I) including AI impact assessments in the procurement process and (II) ensuring the AI procurement process is transparent to the public; and (III) allowing for the opportunity for civic review. These requirements may require additional funding and capacity considerations, particularly in lower- and middle-income settings. To help fill these gaps, it may be advisable to establish an AI procurement knowledge-sharing network or hub to help governments better identify safe and high-quality tools to procure. Additionally governments must plan for training professionals in AI domains and partnering with institutes and foundations that can help assess AI tools.

\textsuperscript{13} See Muggah, R. (2023) AI will entrench global inequality, Foreign Policy, May 29, https://foreignpolicy.com/2023/05/29/ai-regulation-global-south-artificial-intelligence/

\textsuperscript{14} See Igarape Institute and New America Foundation (2023).
Iterative and representative testing and training

The most common best practice for responsible AI post deployment is to test and train systems continuously and frequently in many different ways and with representative feedback loops. Google’s recommended practices for AI include a specific item labeled "test, test, test", recommending testing components in isolation and in their interaction, frequently testing with different use cases, users and datasets, incorporating diverse sets of user needs, and building quality checks.15 Adversarial testing is also recommended to systematically evaluate models and expose potential failures or inaccuracies. Experts recommend having mechanisms to facilitate third party testing of vulnerability and external feedback.

Another common recommendation is to have humans in the decision loops of AI systems, especially for applications considered more risky. The EU AI Act recommends human oversight for high-risk AI Systems.16 Likewise, Google's recommended practices for AI suggest "incorporating human feedback before and throughout project development".17 Public authorities in the Global South can potentially develop a similar risk-adjusted framework but adapted for regional particularities. Depending on local data literacy and availability, the same use case may be considered higher-risk in a particular country and should therefore be subject to greater oversight.

Responsible data training is a consideration, though subject to limitations advance by Bender, Gebru, et al (2021)18 which may act as counter incentives including the high compute costs of training systems for several frames and scenarios."19 The computing costs involved in responsibly training and developing AI can become prohibitive in some settings, especially in the Global South where energy and infrastructure costs are already high. In such cases, governments must be prepared to weigh risks and benefits of each AI application in determining the magnitude of training that will be mandatory (how many scenarios/frames to plan for).

Expand third party audits

Experts recommend regular reviews such as third party audits to monitor several AI systems for discrimination and biases and other potential harms. Ethical reviews and impact assessments should be conducted by interdisciplinary committees involving experts in the social sciences, ethics, law, technology, and relevant domains to guide responsible deployment and monitoring. More importantly for the purposes of the Task Force, oversight should be conducted by a diverse group of stakeholders, and representative of all affected populations.

17 See Google (2023).
19 “Developing and shifting frames stand to be learned in incomplete ways or lost in the big-ness of data used to train large LMs — particularly if the training data isn’t continually updated. Given the compute costs alone of training large LMs, it likely isn’t feasible for even large corporations to fully retrain them frequently enough. See Bender et al (2021).
Given shortages of expertise and capacity, it is recommended that governments find ways to mandate and incentivize third party audits. One way to start is to develop a ranking of more risky applications for which external certifications are always required. Models that require above a certain threshold or quantity of computing power to train can be subject to additional transparency obligations, as was proposed by California lawmakers recently.20

Indeed, public authorities and or private actors should also conduct minimum auditing that is aligned with financial capabilities. Alternatively, financing could be pursued from multilateral and bilateral sources to facilitate required or voluntary audits. Of course, policy, legal, economic and ethical concerns must be carefully balanced.

**Improve transparency and interpretability**

Users should be able to understand how a predictive analytics AI system generates outputs. Interpretability should be considered a core part of user experience, a factor that many technology and social media platforms now recognize (though do not necessarily practice).21 This will allow for better user feedback and testing. In this case, public authorities will need to introduce regulations and standards that require vendors to ensure products include minimum transparency and interpretability, including disclose the potential use of generative AI in any application. The EU AI Act is expected to provide a range of recommendations in this regard.22 However, in lower- and middle-income contexts, this may require additional layers of action, including training for low literate populations. Vendors must be responsible for introducing and enforcing transparency mechanisms that meet their users’ capacity to fully understand the consequences of AI tools that impact them.

Another important aspect of transparency in the deployment stage is the disclosure of capabilities and limitations of systems. Stakeholders should be informed of the extent to which systems have been tested for each use case and can be employed responsibly and be expected to function as designed for a specific task. Additionally, both the draft EU AI Act23 and the White House briefing on voluntary AI commitments24, require appropriate disclosure to users of when any content is generated by AI so that they know they are dealing with an AI system (and not with another human).

**Ongoing education and user training**

Ongoing awareness and education with users is essential as predictive analytic systems evolve. Graham (2023) observes that “transparency is not a quick fix” and “will not necessarily lead to safer products and services. Indeed, “consumers do not always have the ability to monitor and understand information that becomes available and often do not have a real choice to decline a service or migrate to a different provider”. Transparency will only limit risks of AI systems if users are able to easily understand potential intended and unintended consequences, choose to opt out when they wish, and make decisions about the risks they are willing to incur.

21 See Google (2023).
24 See White House briefing (2023) *Biden-Harris Administration Secures Voluntary Commitments from Leading Artificial Intelligence Companies to Manage the Risks Posed by AI*, July.
Many recent ethical AI guidelines prioritize training users and the general public on potential harms of AI systems. Once users have access to transparent information and better understand predictive systems, they will in principle be better equipped to monitor, question and provide greater oversight. To wit, the Aspen Institute’s Blueprint for Equitable AI considers AI education a “prerequisite to equitable AI” and recommends that educational undertakings begin “with an assessment of current AI literacy and the areas where citizens could most benefit from greater understanding or education”. This is especially important in countries with lower levels of AI literacy and those face basic challenges in their education systems. In addition to adapting school systems to incorporate appropriate knowledge to prepare students to interact and assess AI systems, countries will need to consider new retraining programs for citizens who are no longer in school and with limited access to education.

Policy-makers can then assess the need to develop new legislation or social norms to address new forms of social misalignment that may emerge as technology develops.

Given the challenges of updating regulation to keep up with evolving technology, the IEEE Global Initiative recommends the development of multi-stakeholder ecosystems to create norms and eventually best practices and/or laws where they do not yet exist because a specific AI technology and its impact is too new. Vendors in particular must bear some of the burden of ensuring comprehensive mechanisms are in place to ensure continued compliance with existing and new norms in each society. AI systems should also have accountability embedded in a way that it is always clear to users and regulators who is legally responsible for potential unforeseen harms.

A challenge in the Global South is how to ensure complex and evolving legal systems do not deter vendors from making products and services available in countries where navigating regulation is too costly. Governments in lower- and middle-income settings must in turn invest and potentially partner with multilaterals and other countries in the region to make AI regulation and potential consequences as clear and predictable as possible.
Closing Reflections

There are a host of concerns when considering the deployment and monitoring of predictive AI systems. These include (i) information asymmetries that may impact procurement decisions, (ii) evolving data and use cases that may not applicable across settings leading to unforeseen outcomes, (iii) intentional and unintentional misuse of AI Systems and (iv) AI norms that are being updated rapidly in the EU and US, but still lagging in the Global South.

Several recommendations are emerging, largely originating from the EU and US, but that can be tailored to the Global South. These include transparent and inclusive procurement processes, robust evidence-based testing and evaluations, and continuous oversight - including ongoing auditing, independent certifications and user training. Wealthier governments need to update and simplify regulation and train citizens to be able to identify potential risks. Vendors must be held accountable for keeping up with regulation and local norms, but also for ensuring target users are able to interpret and understand risks associated with their systems.
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